Collective biological computation in metabolic economy
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Abstract – Presented with sensory challenges, living cells employ extensive noisy, fluctuating signaling and communication among themselves to compute a physiologically proper response. Using coupled stochastic oscillators model, we propose that biological computation mechanism undertaken by insulin secreting beta-cells consists of a combination of dual intracellular Ca\(^{2+}\) release processes to ensure multilayered exploration contributing to enhanced robustness and sensitivity. The computational output is macroscopically observed as disorder-order phase transition in a collective beta-cell response to increases in nutrient concentrations. Our own experimental data and analogies from previously described examples of biological computation suggest that the initial limited response to nutrients may be followed by an adaptive phase to expand the sensory spectrum and consolidate memory.
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Introduction

The concept that living cells compute is almost trivial, yet the very nature of biological computation itself is much harder to precisely define, model and describe [1]. This is even more difficult when we search for these answers in analogies between computations performed by a cell collective and by Turing machine or man-made digital computational architecture [2]. Biological systems operate in an information rich, fluctuating and noisy environment from which they must extract clues in an attempt to successfully respond and adapt to a change. Physiological processes that underlie such biological information processing [3] and decision making often involve a phase transition where a sudden change of the state of the system is observed when a control parameter crosses some critical value. It was therefore posited that it would be beneficial if biological systems were to reside near a critical point [4] of a phase transition such that it could provide optimal conditions for biological computations [5].

Here we consider homeostatic regulation of nutrients and other metabolic intermediates in higher animals as one of many biological computational problems that organisms are continuously solving to ensure their survival and reproduction. The main task of this computation is to supply the metabolic code in the form of hormones like insulin or glucagon to economize with metabolites. The metabolites can be either invested into cell housekeeping to support integrity of the cell structure and function, they can be stored into cellular depots for the future use, or they are maintained in the circulating blood as a metabolic liquidity to pay for current or acutely emerging energetic requirements. This metabolic liquidity is maintained even during long periods of complete starvation [6]. On the other hand, a deleterious hormonal perturbation that leads to an exaggerated transport of glucose into the cells easily pushes an organism into hypoglycemia with glucose levels below 3.9 mmol/l. The resulting metabolic liquidity issues limit the function of immune cells, neurons and red blood cells, which by number represent a vast majority (90%) of all cells in the human body, and lead to a major acute stress response with long-term consequences [7]. The metabolic economy is therefore a key physiological process, driven by small pancreatic endocrine cell collectives, mostly insulin-secreting beta-cells, which are, packed into collectives of a few hundred cells (also called islets), distributed all over the pancreas. They sense, communicate, compute and respond with a precise hormone release to metabolic changes using a combination of intra- and intercellular, as well as inter-islet, communication mechanisms.

It is an open question how the abovementioned cell and islet collectives could act as agents and have an agenda [8], a job that has traditionally been reserved for vast neuronal...
networks in central nervous system. There is no particular reason why insulin-releasing cells would not acquire agency.

First, on the molecular level, the spectrum of proteins expressed by pancreatic beta-cells overlaps significantly with proteins expressed in neurons. Second, although a single islet harbors only an overseable number of a few hundred beta-cells organized as a sparse cell collective of an islet [9], the total number of beta-cells distributed in the pancreas can be compared to the number of photoreceptors in the retina, which is widely appreciated as a sophisticated sensory system. It is quite possible that this agenda is encoded by intricate communication between the units as well as between the levels of distributed organization of beta-cells, involving several biological levels of explanation [10].

What do we know about the function of beta-cell collectives so far? There are two specific features of beta-cell collective response to nutrient stimuli that have been well documented in the past: dependence of beta-cell activation, expressed as cytosolic Ca\(^{2+}\) or membrane potential oscillations on extracellular glucose concentration, and the biphasic nature of cytosolic Ca\(^{2+}\) dynamics and insulin release.

The biphasic kinetics of insulin release following a supra-physiological rapid-onset and sustained glucose stimulation has been first described more than half a century ago in human [11], rat [12] and mouse pancreas [13]. Ever since its discovery, several mechanisms have been proposed to describe this biphasity, ranging from cytosolic Ca\(^{2+}\) sources [14] and extracellular Ca\(^{2+}\) handling from both intracellular [14] and extracellular Ca\(^{2+}\) sources [15], insulin granule release probability [16–18], inositol phosphate production [19], and potentiating and inhibiting metabolic influences [20].

The dual, Ca\(^{2+}\) and metabolic, oscillatory model had been previously used in an attempt to describe slow oscillations with a period between 5 and 10 min observed in isolated islets [19]. In more situ preparation, like fresh pancreas tissue slices, a physiological stimulatory glucose concentration reproducibly triggers much faster and shorter [Ca\(^{2+}\)]\(_i\) oscillations with time scales too fast to support the involvement of the metabolic oscillators, however the biphasity is still evident [21]. Furthermore, tissue slice preparation helped us to uncover new evidence regarding the function of intracellular Ca\(^{2+}\) receptors underlying fast changes of the [Ca\(^{2+}\)]\(_i\), in addition to previously described sources [22, 23]. Based on these novel data, the concept congruent with all previously described mechanisms, including two independent mechanisms with sequent activation of inositol-1,4,5-trisphosphate (IP\(_3\)) and ryanodine intracellular Ca\(^{2+}\) receptors, and incorporating several time scales of Ca\(^{2+}\)-induced-Ca\(^{2+}\) release (CICR) has been demonstrated [22–24]. These two mechanisms support a robust asynchronous initial activation, as well as a long-term activity stimulated with a repetitive or prolonged exposure to glucose.

In this paper we model the empirically observed activation of beta-cell collectives with coupled stochastic oscillators and discuss how the combination of the above-mentioned two [Ca\(^{2+}\)]\(_i\) oscillatory modes fulfills all the criteria for an effective biological computation in determining the metabolic code. We suggest that particular spatial organization of the beta-cell agents on at least two levels of biological organization and the blood perfusion pattern render pancreas as an ultimate analytical and computational instrument for a successful long-term metabolic economy. We show that to capture the whole spectrum of responses of this type of biological computation needs to employ dual mode switching, sensing precision adjustment, response adaptivity and memory.

Model and results

Collective activity model

The typical response of the beta-cell collective activity at different glucose concentrations is shown in Figure 1A. Here, we present beta-cell Ca\(^{2+}\) activation as a function of a parameter \(p\) defined as the time from the high glucose onset scaled with the half-time of activation (i.e., time interval in which half of cells activate) at the particular stimulus concentration. The response curves show two distinct behaviors with respect to glucose concentration: fast and abrupt transition to activity at high concentrations (16 mM and 12 mM), and more gradual transition into the active state at lower glucose concentration (7 mM; Fig. 1A).

The presence of at least two distinct mechanisms with stochastic properties and the versatility of Ca\(^{2+}\) release toolkit [14, 25–27] allow us to start building models to better explain the activation of the beta-cell collectives. We map the succession of Ca\(^{2+}\) events onto the coupled stochastic oscillators model [28] represented with a network where each node can be in one of three states \(\sigma_i = \{\sigma_A, \sigma_B, \sigma_C\}\), and with the dynamics depending on the current state of the network \(f \in [0, 1]\) given by the fraction of nodes in the active state \(\sigma_C\). Each node repeats the cycle: \(\sigma_A \rightarrow \sigma_B \rightarrow \sigma_C \rightarrow \sigma_A\). Dynamics in state \(\sigma_A\) is stochastic in the sense that period \(\tau_A\), the time interval a node spends in \(\sigma_A\), is randomly chosen from exponential distribution: \(P(\tau_A) = \frac{1}{\tau_A} \exp(-\tau_A/\tau)\). State \(\sigma_B\) is deterministic, but nodes in state \(\sigma_B\) choose their waiting time depending on the state of the network and the threshold parameter \(p\): they wait in state \(\sigma_B\) with period \(\tau_{B1}\) if \(f < p\), or with \(\tau_{B2}\) if \(f > p\). Here \(\tau_{B1} > \tau_{B2}\), so by switching to longer waiting times, the nodes that sense larger than threshold network state \((f > p)\) tend to keep the network activity close to \(p\). Nodes are active in the state \(\sigma_C\) for time period \(\tau_C\) in which they output a signal to all other nodes.

Analysis and simulations of the original model [28] showed that the phase of such an all-to-all network depends on the value of the threshold parameter \(p\). For very small values of \(p\) almost all nodes stay in one mode and the collective network dynamics is stochastic with completely unsynchronized nodes activity. As \(p\) approaches critical value \(p_c\), the nodes start to switch between the two modes resulting in network transition into synchronised phase with oscillatory collective dynamics with period \(\tau = \tau_{B2} + \tau_C\).

In our model here, we place \(N\) cells on a random regular network where each node has \(k\) nearest neighbors. The \(n\)th cell senses the states of cells in \(M_n\), the set of cells with the size \(m_i = |M_i|\) that provide input to the \(n\)th cell.
We include the sensing precision of the cell that depends on the glucose concentration as the variance of $m_i$ at each time step. At high glucose concentrations (corresponding to 16 mM in Fig. 1A) each cell has exactly $k$ nearest neighbors. At lower concentrations the number of neighbors fluctuates with $\Sigma$, a model parameter, that increases with diminishing glucose concentration. The rationale here is that as we approach the sensory threshold, beta-cells must increase their sensory precision which requires extending the communication with other cells in the islet. We model this neighborhood fluctuation by sampling additional number of neighbors from normal distribution $N(k, \Sigma)$ for each cell at each timestep. The cell compares its total input $f_i = (1/m_i) \sum_j c_{ij} \delta(\sigma_i - \sigma_j)$ to the value of the threshold parameter $p$ and chooses the appropriate $\sigma_B$ state. The transition to coherent collective state at $p = p_c$ is possible only for $\tau = \tau_B$/$\tau_H > 1$. We focus on the region of $p$ values where the network changes from stochastic to oscillatory collective dynamics.

Following our previous approach where we transcripted the dynamics into correlation networks and studied their properties [29, 30], we let the model run for $T$ timesteps at particular value of the control parameter $p$ to obtain $N$ timeseries $x_i$ of nodes activity. From these $N$ timeseries we constructed correlation networks of cells and followed the dependence of the size of the largest component $C$ on control parameter $p$. Starting with an empty network, for each pair of nodes $i, j$ we computed their cross-correlation $c_{ij} = (x_i, x_j)$ and compared it to the chosen threshold value $c_0$. If $c_{ij} > c_0$ a link between $i$ and $j$ was placed in the network. Leaving the threshold $c_0$ fixed, the density of network increased with increasing $p$ along with activity coherence, and at particular critical value $p_c$ a phase transition in the size of largest cluster from $C/N \approx 0$ to $C/N \approx 1$ was observed (Fig. 1B). Figure 1B shows the results of the model computations of largest component $C(p, \Sigma)N$ as a function of model parameters $p$ and $\Sigma$. At low values of $\Sigma$ the response was abrupt, showing first-order like phase transition. With increasing $\Sigma$, the cells were able to explore their wider network neighborhood, sense more distant signals effectively increasing their interaction length and thus sensing precision [31]. This mode corresponds to the case of lower glucose concentrations where cells need to precisely determine the stimulus level and the response curve now resembles second-order like phase transition.

Response adaptivity and memory

The variability of responses of beta-cells to stimulatory glucose has been demonstrated before [21, 23, 32]. This issue has, however, not being systematically addressed for repetitive stimulations of the same islet. Figure 2 shows an analysis of a recording of all beta-cells in an islet that were captured in one optical plane, as they were repeatedly stimulated with short pulses of supraphysiological glucose concentration (Fig. 2B). Beta-cells were distinguished by the significantly higher level of activity in comparison to other cells in the neighborhood (Fig. 2A). As described above, 16 mM glucose was a strong stimulus that after a short delay caused a fast and abrupt transition to activity. The analysis of the temporal profile of the duration of events showed that initial short events (subsecond and second long events) progressively started to merge into longer events lasting for some tens to hundreds of seconds, until the glucose overload slowly washed out into a resting state. Two phenomena could be observed during repetitive stimuli. First, the progressively reduced number of initially elicited short events due to swifter temporal summation, which could be a sign of the memory effect due to previous exposures. Second, the pattern of activity of long events during the prolonged activity phase differed between different stimuli, with either a pattern of exchanging ranges of long events (pulse 1 and 3) or a dominance of mostly shorter-range long events (pulse 2 and 4). It is possible that
we would be able to record the whole spectrum of different responses if it would be feasible to repeat such a pulsatile stimulation for a prolonged period of time. This second feature indicated that the response of the cells showed a certain degree of adaptivity to the stimulation. It is important to mention that both features have been previously reported to be present in the physiological range of glucose, however this has not been discussed further [33].

Discussion

Our results show that we were able to reproduce the main characteristics of beta-cell collective response to stimuli using a simple model of coupled fast stochastic oscillators mapped onto a correlation network. Two basic elements of the model are crucial to capture the whole spectrum of beta-cell response curves: (a) decision to switch between $\sigma_B$ states depending on the current collective state of the cell’s neighbors, and (b) ability to control the sensing precision. Both elements together determine the abruptness of the disorder-order phase transition in collective beta-cell activity. Choosing between the two waiting times to keep the network state below a certain threshold results in a very abrupt, first-order-like phase transition with the size of the giant component as an order parameter. This behavior is similar to an explosive percolation phenomenon in random networks [34], where the growth of the giant component is delayed by competing links mechanism. The phase transition of beta-cell activation seems to change from first to second order-like with gradual growth of activity, leading to the possibility that beta-cells adapt their collective behavior and move towards a critical point as the stimulus approaches the threshold value. These results suggest that further experiments with a slower rate of glucose exchange are required to capture the critical point and better determine the nature of phase transitions during the beta-cell activation.

The activity of these fast stochastic oscillators in beta-cell or islet collective comes in a form of dynamics and probability distribution of Ca$^{2+}$ events, which can be considered as information that fulfills all the requirements for computing. Unitary Ca$^{2+}$ events are triggered randomly, and get deterministically constrained into higher order spatial and temporal patterns with functional properties of the proteins involved. The information is communicated with temporal and spatial sampling through at least two layers
of fine-grained architecture to ensure robustness, enhanced sensitivity or efficiency and evolvability enabling parallel terraces scans [35] (Fig. 3). We have previously described pancreatic islets, based on the number of interconnected beta-cells within such a collective and their average physical size, as sparse collectives with enhanced sensory function, able to resolve local gradients [9]. In this way pancreas processes a certain volume of plasma at any given time, with dominant, immediate and focused responses to strong activators. At the same time a continuous and unfocused exploration of weaker, but more diverse nutrient and metabolic stimuli can be achieved, in a so-called adaptive response.

At this stage we can try to readdress the question, why there are so many rather small islets in the pancreas, instead of large compact gland with a few hundred million beta-cells? Interestingly, the number of islets, but not the size of the islets itself, scales with the organism's size [36]. The distributed nature of pancreatic islets was reported to be required to locally support the function of acinar cells [37]. Alternatively, both endocrine and exocrine pancreas could be part of a sensory system, exposed to plasma levels of nutrients and metabolites, computationally solving two different tasks. Endocrine cells are primarily responsible for the metabolic economy, while acinar cells solving the release of digestive enzymes which modulate the intestinal digestion and absorption. Novel data on the exact pattern of pancreas microcirculation is required to reassess whether beta-cells, as well as exocrine cells, can use local nutrient and metabolite gradients to improve their computing function. Furthermore, since islets within pancreas are interconnected with neurons, another, higher level sparse collective of islets is a possibility, which could contribute to a detection of global metabolite concentration differences and in this way contribute to the real time analytical capacity of pancreas (Fig. 3). Also here, new data on the pattern of pancreas macro- and microcirculation are required. The anatomical arrangement described above renders the distributed character of endocrine pancreas as a massive computer that parallelizes its computing both on the islet level as a computational unit and at least one higher level of biological organization.

Similarly to the description of biological computation within the immune system [2], we suggest that the pancreas combines two systems to compute whether the current metabolic challenge could be managed with small adjustments or should it be treated as a more serious threat and would justify a major hormonal response. Such a major response could in turn compromise the metabolic liquidity, i.e., instant availability of glucose for a vast majority of cells in an organism with obligatory glycolytic energy production requirement. Regular intervals between the meals as well as an initial and limited metabolic load could be intercepted by IP3-receptor-dependent cytosolic Ca2+ release in the form of slow first phase oscillations [23]. However, after a big meal or a larger metabolic load, a higher burden of different nutrients could initiate a full biphasic response with initial slow component, followed by an adaptive RyR-dependent response (Figs. 2 and 4). This latter activity can manifest itself in beta-cells as a spectrum of different phenotypes [38]. The main reason for this diversity of responses is that short sub-second CICR event temporally summate into a variety of self-similar patterns of short events that last for some seconds and further into longer events of some tens of seconds (Fig. 2). This designed response is self-limited by reduced availability of Ca2+ within the ER when nutrient levels drop postprandially [39]. Oscillations of [Ca2+]c result from the activity of IP3 and ryanodine receptors, with the latter taking a more dominant role in later phases of stimulation or during stronger stimulations. Such duality of the contributions of these Ca2+ release channels has been previously suggested to provide a basis for complex patterns of intracellular Ca2+ regulation of neuronal activity [14].

An organization as described above would have further repercussions. For example, it can form a basis for a circuit memory, which could be amplified after a repetitive stimulation or which can be rewritten by stochastic editing to
yield counterfactual future goals that would first express themselves only at the onset of a major perturbation, without leaving a clear causal link to the molecular organizational level, which is an exclusive focus of all current investigations [40]. And furthermore, a long-term, constant and strong activation of the adaptive system can lead to receptor destabilization and hyperactivity that can have potentially perilous effect on the health of endocrine pancreas and metabolic economy of an organism, eventually leading to diabetes mellitus. Recent experimental data support the last claim, since inhibition of the ryanodine receptor hyperactivity restored the dysfunctional glucose-induced \( [\text{Ca}^{2+}]_c \) oscillations in the ER stress context [41].

**Materials and methods**

**Ethics statement**

We conducted the study in strict accordance with all national and European recommendations on care and handling experimental animals, and all efforts were made to minimize the suffering of animals. The Ministry of Education, Science and Research, Republic of Austria (No: 2020-0.488.800).

**Tissue slice preparation and dye loading**

Eight weeks old C57BL/6J male mice (Jackson Laboratories) were kept on a 12:12 hours light: dark schedule in individually ventilated cages (Allentown LLC, USA) and used to prepare pancreatic tissue slices, as described previously [23]. In brief, after sacrificing the mice with CO\(_2\) and cervical dislocation, we accessed the abdominal cavity via laparotomy and distally clamped the common bile duct at the major duodenal papilla. Proximally, we injected the low-melting-point 1.9% agarose (Lonza, USA) dissolved in extracellular solution (ECS, consisting of (in mM) 125 NaCl, 26 NaHCO\(_3\), 6 glucose, 6 lactic acid, 3 myo-inositol, 2.5 KCl, 2 Na-pyruvate, 2 CaCl\(_2\), 1.25 NaH\(_2\)PO\(_4\), 1 MgCl\(_2\), 0.25 ascorbic acid) at 40 °C into the common bile duct. Immediately after injection, we cooled the agarose infused pancreas with ice-cold ECS and extracted it. We prepared tissue slices with a thickness of 140 \( \mu \)m with a vibratome (VT 1000 S, Leica) and collected them in HEPES-buffered ECS at RT (HEPES-buffered ECS, consisting of (in mM) 125 NaCl, 10 HEPES, 10 NaHCO\(_3\), 6 glucose, 6 lactic acid, 3 myo-inositol, 2.5 KCl, 2 Na-pyruvate, 2 CaCl\(_2\), 1.25 NaH\(_2\)PO\(_4\), 1 MgCl\(_2\), 0.25 ascorbic acid; titrated to pH = 7.4 using 1 M NaOH). For staining, we incubated the slices for 50 min at RT in the dye-loading solution (6 \( \mu \)M Calbryte 520, AAT Bioquest), 0.03% Pluronic F-127 (w/v), and 0.12% dimethylsulphoxide (v/v) dissolved in HEPES-buffered ECS). All chemicals were obtained from Sigma-Aldrich (St. Louis, Missouri, USA) unless otherwise specified.

We transferred individual pancreatic slices to a perfusion system containing 6 mM glucose in HEPES-buffered ECS at 34 °C. Slices were exposed to a series of four square-pulse-like stimulations (quadruple protocol) characterized by exposure to 16 mM glucose for either 2 or 15 min during the last stimulation round respectively, each followed by a washout with sub-stimulatory 6 mM glucose concentration until all the activity switched off. Imaging was performed on standard inverted confocal microscope equipped with resonant scanners (Leica Microsystems TCS SP8) with 20 × high NA objective lens. Acquisition frequency was set to 20 Hz at 256 × 256 pixels, with pixels size close to 1 \( \mu \)m² to allow for a precise quantification of

**Figure 4.** Timescales of the collective activity in pancreas, measured as \( [\text{Ca}^{2+}]_c \) events in a typical day. Basal oscillatory activity with the period between 5 and 10 mins throughout the day (upper band) is increased after meals in a typical biphasic manner with a first peak followed by a plateau activity. On top of the basal oscillatory activity, a faster series of few seconds long bursts develops (middle band) as a temporal summation of unitary sub second events (lower band). The fast bursts can with a higher stimulation further summate to slow events of some tens of seconds during the plateau phase. Both, IP\(_3\) and ryanodine receptors contribute to the unitary events, however the former is dominant during the initial phase and the latter during the plateau phase.
[Ca\(^{2+}\)]_c oscillations. Calbryte 520 was excited by a 490 nm line of a white laser. The emitted fluorescence was detected by HyD hybrid detector in the range of 500–700 nm using a photon counting mode.

**Analysis and processing of data**

The analysis of [Ca\(^{2+}\)]_c events has been performed as previously described [23]. Briefly, the movies were processed using custom Python script to automatically detect ROIs corresponding to individual cells. Within the detected ROIs the events were characterized by the start time, peak point time at the maximal amplitude, and the width of the pulse at the half of the height, which is a parameter we used to evaluate the duration of the event. The processing step included motion and phase correction. Beta-cells were identified based on their typical activity pattern, being inactive at non-stimulatory glucose concentration (6 mM) and activating when stimulated by 16 mM glucose. All cells outside histologically identifiable islet have been discarded from further analysis. In the next step, [Ca\(^{2+}\)]_c events were automatically distilled and annotated from each ROI.
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